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Some Considerations on the Accuracy of the
Nonuniform FDTD Method and Its Application
to Waveguide Analysis When Combined with

tlhe Perfectly Matched Layer Technique
Enrique A. Navarro, Nagula T. Sangary, and John Litva, Senior Member, IEEE

Abstract— The accuracy of the finite-difference time-domain
(FDTD) technique is measured with respect to the mesh’s cell
dimensions. The accuracy of the FDTD technique is investigated
for those applications that demand the use of nonuniform meshes.
The results of simulations suggest that second-order accuracy can
be achieved. These simulations are carried out using different
boundary conditions. It is observed that the choice of boundary
condhions plays a large role in the accuracy that is achieved with
the FDTD method,, The perfectly matched layer (PML) technique
is found to be well suited to waveguide analysis because of its wide
bandwidth, and tbe ease with which it can be implemented with
a nonuniform meslh. We apply the nonuniform FDTD method, in
combination with the PML technique, to analyze a narrow iris
in waveguide.

I. INTRODUCTION

INTEREST in the finite-difference time-domain (FDTD)
technique has been steadily growing over the past few years

[1] because of the technique considerable potential. Numerous
problems, which previously were intractable, have been solved
using this powerful numerical technique [2], [3]. The FDTD
method has been shown to exhibit second-order accuracy in
both time and space as long as an uniform mesh is used in
both of these dimensions. This conclusion follows directly
from the fact that processing is based on centered differences.
However, the power of the FDTD method is lost when we
try to analyze devices in which small details or sharp edges
are involved insicle big regions where the field values are soft
and vary slowly, then different schemes are needed [4]. In
such problems the use of a nonuniform mesh can increase the
algorithm’s efficiency because a fine mesh can be used in these
regions where fine scale structure is present and a coarse mesh
in regions where details are absent. References on the use of
a nonuniform mesh for dielectric structures can be found in
the literature, [5] and [6]. The use of nonuniform meshes has
generally been viewed by workers in the field as extending
the capabilities of the FDTD technique. However, up to now,
no one has discussed the drawbacks of using a nonuniform
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mesh, such as the errors that are introduced when one uses
nonuniform cell sizes.

In general, when partial differential equations are by car-
rying out numerical analysis on nonuniform grids, the local

truncation error at the mesh points will be of first order.
Attempts have been made to reduce the magnitude of this

error by using grids whose cell sizes vary slowly in the

spatial domain. In this case, the sizes of the contiguous

cells will change according to hi = hi– 1 + O (h~_ ~), with
hi = hi-l(l + Q . hi-l/L) where hi is the width of cell i
in [7] to solve a one-dimensional boundary value problem,

0<$< L, and a is a constant. The case a = O corresponds
to a uniform grid, We even entertain expressions for h,, such
as hi = h~_l{l+(a/n) [(n–x~)/n]flh~_l} where a and (3 are
constants. Depending on the specific problem at hand, there are

many choices that can be made for the variation in hi. Efforts

at finding an optimum grid for a determinate boundary value
problem can be very time consuming. It follows from the work

of Sundqvist [7] that a more complete investigation into the use
of grids, having the form h, – h,– 1 = O (h~_ ~) would be more
than warranted. Kalnay de Rivas [8] carried the work a step

further and showed that by varying the size of the grid intervals

slowly and monotonically, that is, by using the function z =
z(@) = smooth function of @ where h, = x(@~+l) – z(~~),

and A~ = ~~+1 – ~~ = constant, gives approximations of the
first and second derivatives with second-order accuracy, since

the truncation errors due to the nonuniformity of the grid are
of second-order in A@. Subsequently it was pointed out that

a convenient choice is z = Pn (~), where Pn is a polynomial.
In particular, the simplest choice is z = @z.

The work of Manteuffel and White on the numerical so-
lutions of scalar boundary value problems, using nonuniform

meshes [9], shows that for many common difference schemes,

the accuracy is second-order in spite of the first-order trun-
cation error, and with no restrictions on the characteristics of
the nonuniform grid. However, it was pointed out that the
accuracy in cell centered difference schemes is influenced by
the boundary conditions, particularly the form of the truncation
error resulting from the boundary conditions, and the values of
the constants involved. In a recent work [10], Monk and Suli
proved that the FDTD scheme is also second-order convergent
regardless of the mesh nonuniformity. The demonstration of
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the second-order properties was basedon a previous work on
finite volume approximations for the Poisson equation [11 ] and
had the fact that Yee’s scheme is also a finite volume scheme.
The proof also used the assumption of Dirichlet homogeneous

boundary conditions.
In this paper, we carry out a numerical investigation of

the accuracy of the nonuniform FDTD method and present
the results. The results obtained from the FDTD simulations
are compared with analytical values for different boundary
conditions. Using the results of the computer simulations it
will be shown that the use of nonuniform grids with FDTD
yields numerical values of the fields that have second-order

accuracy with respect to the cell dimensions. This accuracy is
achieved when the FDTD method is used in combination with
“perfect” Boundary Conditions. When %onperfect” boundary
conditions are used, the accuracy degrades to first order. In the
presented analysis we consider: homogeneous Dirichlet bound-
ary condition, the perfectly dispersive boundary condition
for waveguides [12]. and the perfectly matched layer (PML)
[13]-[ 15]. The PML’s are adapted to the nonuniform mesh
and are found more convenient than second-order dispersive
boundary conditions. Finally we show the application of the
nonuniform FDTD in combination with PML for analyzing
narrow iris-discontinuities in waveguide. Although one might

approach the narrow iris problem by combining the FDTD
method with the Bethe’s small hole theory, [16], the time
domain results are wanting in terms of accuracy, which in turn
leads to greater errors after applying the Fourier transform. Our
FDTD results are compared with mode matching results and
measurements and are observed to be in close agreement.

II. THEORY

A. The FDTD Method in Nonuniform Grids

The nonuniform FDTD algorithm for an isotropic medium

can be easily derived from the integral form of Maxwell’s
equations [17], However, the derivation follows directly from
Yee’s original scheme. For a nonuniform mesh, as shown in
Fig. 1, where the electric tield components are located along
the edges of the cells, and the magnetic field components are
located on the faces of the cells, the discretized form of the
equation for the Er field component is

mrL+l p 7L

Hn+l/2(z, .j + 1/2, k) Az(’i, j + 1/23 k)

H:+ ’/’(i, J - 1/2, k) ~Az(i, j - 1/2, k)

: H;+l/’(i, j, k + 1/2) . Ay(2, j. k + 1/2)

+ H;+l/’(i, j, k – 1/2) . Ay(i, ‘j, k – 1/2) (1)

where S is the surface enclosed by the path of integration.
Since the mesh is orthogonal, Az(i, j – 1/2, k) = Ax(i, j +

1/2, k) = Az(k), Ay(i, j, k – 1/2)= Ay(i, .j, k + 1/2) =

AY(,I), and Sl(i, ~,~, = Az(k) Ay(j). Therefore, we can write

E:+l(i. j, k) =

Hz(i,j+l/2,k)

/\ /\

4

Y
s

Ex(i,j,k)

Ay(i,j,k) Hy(i,’,k+ l/2)
{

Hy(i,j,k- 1/2) 2X

I Az(i,j,k) I

(a)

I Ez(i+l/2,J+l,k- l/2)

1-Az(i+ l/2,J+l/2, k-l/2
A

I

(b)

Fig. 1. Nonuniform FDTD cell

“[Hz(i, j + 1/2, k) – H,(’i, ‘j – 1/2, k)

Ay(j)

H,(i, ‘j, k + 1/2) – H,(i, j, k – 1/2) ‘+1’2

Az(k) 1
(~)

The equations for Ey, EL, Hz, Hy, and H= are derived
similar~y.

For each tield location, the cell dimensions Acr( i), Ay(j),

and A>(k) are stored in computer memory. Az( i), Ay(,j), and
Az (k) are one-dimensional arrays whose storage requirement
is small in comparison with the three-dimensional arrays of
the tield components.

B. The Perfect Disperswe Boundary Condition

In a rectangular waveguide the dominant mode is the
TEIO, and this can be explained as a combination of two
plane waves traveling with angle -y with respect to the
conducting walls. This angle is related to the frequency,
and the dimensions of the waveguide, therefore a first-order
perfectly dispersive boundary condition can be developed
to absorb the propagating monochromatic wave [12], [18].
The combination of two first-order DBC’s gives a second-
order one that exactly absorbs two monochromatic waves
[12]. This absorbing boundary condition is similar to the
Litva’s boundary condition that is used in the FDTD analysis
of microstrip circuits [19]. The first-order perfect dispersive
boundary condition in a waveguide is applied to the tangential
field components and can be written as
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where U is either EY, or E., when is applied at the y–z-plane,
a is the waveguide width and j is the frequency.

C. The Pe~ectly Matched Layer

We present a formulation of the PML that can be interfaced
with the nonuniform FDTD scheme. To implement the PML,
we split each field component E% into two subcomponents,
Et–j and E,–k, so that the discretization of Maxwell’s curl
equations in the PML region become

EzY(i, j, k)n+l =

AeY(j) x E., (z, j’, k)n – Beg(j)

“[ 1

~z(i j + 1/2, k) – Hz(i, j – 1/2, k) ‘+1/2
Ay(z)

Ez, (i, j, k)n+l =

Aez(k) x ECz(i, j, k)n – Be,(k)

“[

H,(2, j, k - 1/2) – H,(2, j, k + 1/2) ‘+1/2

Az(k) 1

Evz(i, j, /%)n+l =

Aez(i) x Evz(i, j, k)n – Be~(i)

‘[

IIz(i – 1/2, j, k) – H.(i + 1/2, j, k) ‘+1/2

Ax(i) 1
Egz(z, j, k)n+l =

Aez(k) x Ev. (i, j, k)n – ~e~(~)

[

H.(i, j, k + 1/2) – H.(i, j, k – 1/2) ‘+1/2

Az(k) 1

Ezz(z, j, /c)n+l =

Aez(i) x Eza(i, j, /c)n – Be.(i)

“[

IIv(i + 1/2, j, k) – Hv(i – 1/2, j, k) ‘+1/2

AX(2) 1

Ezy(i, j, k)~+l =

Aev(j) x l?~v(i, j, k)n – Bev(i)

‘[ 1

–KZ(i j “t 1/2, k)+ HZ(2, j – 1/2, k) ‘+1/2
Ay(j)

and for the magnetic field components

Hzu(i, j, k)~+l/2 =

AhV(j) X ~zy(i, j, k)n-1/2 – l?hv(j)

(4)

(5)

(6)

(7)

(8)

(9)

[

EZ(i, j + 1/2, k) – E=(i) j – 1/2, k) n
.—

Ay(j) 1
(10)

HZ.(2, j, k)~+l/2=
AhZ(k) x HZ.(Z, j, k)n-1/2 – Bhz(k)

[ 1–E,(i,j,k+1/2)+ Ev(i, j, k – 1/2) n ~11).—
Az(k)

Hyz(i, j, k)~+llz =

AhZ(i) X Hvz(i, j, k)m-1/2 – Bhz(z)

[

EZ(Z, j, k + 1/2) – ET(z, j, k – 1/2) n.—
Az(k) 1

(12)

Hyz(z, j, k)l~+liz ==

Ahz(k) X ~vz(i, j, k)n-1/2 – Bhz(k)

“[ 1

–E.(2 + 1/2, j, k)+ E.(Z – 1/% j, ~) n ~13)

Ax(i)

Hzz(i, j, k)n+l/2=
Ahz(i) X Hzz(i, j, k)n-1/2 – Bhz(i)

“[

Eu(i + 1/2, j, k) – -EY(i – 1/2, j, k) n

Ax(z) 1 (14)

Hzy(z, j, k)~+l/2 =

Ah,(j) X ~zz(i, j, k)n-1/2 – ~hv(j)

“[–E. (z, j + 1/2, k)+ Ez(z, j – 1/2, k) n ~15)

Ay(j) 1

where E. = Ezy -t E.=, Ev = Evz +Eyz, E. = E,= +E=y,

and Hz = H.y + Hz,, Hy = Hyz +Hyz, Hz = Hz. +Hzy.
For the conventional FDTD integration the coefficients

Ae – hi(l), Be – hi(l) are

~ _ o:(l)At

Ah,(1) =
2p

(16)

1+
o; (i)At

2P

Bh, (l) =

41+A’ 1

(17)
crj(Z)At

2p

~ _ o,(l)At

Aei(l) = 2E (18)
q(l)At ‘

1+~

Bei(l) =

‘[l+A’ 1

crZ(l)At

2E

(19)

If the condition oi/cO = O: /p is enforced, the field
components inside the PML region suffer a strong attenuation
in the i-direction. The decay is so rapid that the conventional
time integration of the FDTD method is not useful; instead, an
exponential time integration is performed in the PML region,
[20]. For the exponential time integration inside the PML

region, the coefficients are

‘hi(’)=’” [-%1
(20)

Bh2(l) = “p [-Y*’]‘1 (~1,0;(1)
[1a~(l)At

Aei(l) = exp –— , (22)

Bei(l) = ‘x’ [-+1‘1 (23,a,(z)“
In theory a, single absorbing layer would be enough, but in

practical FDTD applications, the discretization of the PML re-
gion into several layers has been proved to be more convenient.
In this way, we introduce (mj, Uz, O, 0, 0, O) for the walls
defined by z = constant, (O, O, o;, OY, O, O) for those with y
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Fig. 2. Contour liues -E, =constimt forthe TMll mode, waveguide cross section 2.286 x 1.16 cm2, regular mesh 50 cells in .r, 40 cells m y-dimension.

—–constant. (aj, or, cr~, oy, O, O)along theintersection of the
z–y walls and (o;, cr., o;, OY, o;, cr, ). for the intersection of
the x–y–z walls. In the waveguide analysis with nonuniform
FDTD, the number of layers used in each PML region and
the profile of the conductivity will depend on the cell size,
[13]. In practical applications ten cells are enough in which the
conductivity is gradually increased in the penetrating direction.
orthogonal to each PML region, For instance, the PML region
at the planes i = constant will have an increased conductivity
in the i direction given by CJi(d) = a,n,lx (d/D)a, where D

is the total width of the PML region, and d is the penetration
distance inside the PML region. O,max is adjusted at each PML
wall in order to get an apparent reflection coefficient given by,

{
R = exp –20,m&x D ~. (24)

111. NUMERICAL ANALYSIS OF THE FDTD ERROR

Throughout this section, we will be interested in determining
the error that is introduced into the FDTD method by using
a nonuniform mesh. As long as we are mindful of the
requirements for carrying out full spatial discretization, we
avoid the need to consider the dispersion that can be found
in [21]. In the present section, we will be considering the
magnitudes of fields in either a two-dimensional resonator

(cross-section of a waveguide) or the propagation in a matched
waveguide.

A. Error Analysis with Homogeneous Dirichlet
Bounda~ Conditions

The FDTD method is used to obtain the TM11 mode in
a rectangular waveguide following the procedure given by
Navarro et al in [22]. The TMII field distribution is ana-
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lytically known in a waveguide, thus the difference between

the field obtained numerically and that obtained analytically

will give us an estimation of the numerical error of the

FDTD method when it is applied to a nonuniform mesh.

The electromagnetic tield is introduced in the z–y transversal

section of the waveguide, by using a time domain pulse,

consisting solely of an E.-component. The time domain pulse

resonates within the two-dimensional slice of the waveguide

and the first resonant field corresponds to the TM11 mode

[22]. The field corresponding to the TMII mode is extracted
from the time domain fields by applying the discrete Fourier

transform to the time domain fields at each mesh point. The
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TMII mode is compared with analytical values to evaluate the
errors generated at the nodes of a) a set of uniform meshes,
b) a nonuniform mesh with abrupt changes in the dimension
of its cells, and c) gradually changing nonuniform meshes. In
every case the dimensions of the mesh in y-direction is kept
constant in order to keep the error due to the discretization in
the y-direction a constant. The cross section of the waveguide

has dimensions 2.286 x 1.16 cm2.
To start, we show the numerical error that is generated

when one uses an uniform mesh. The lines of Ez = constant,
obtained with a 50 x 40 grid, ,are plotted in Fig. 2. The
maximum error is calculated as the maximum of the absolute
value of the difference between the theoretical field and the
numerically simulated field in the nodes. The average error is

obtained averaging for every field node the absolute value of
the difference between the theoretical and the numerical field.
In Fig. 3 are presented both the maximum error versus cell
size, and the average error versus cell size (decimal logarithm),
these points are adjusted to a straight line with a least squares

algorithm. In both cases, the results confirm, the theoretical
predicted second-order accuracy. The maximum error has a
slope of 2.360 and the slope for the average error is 2.344.
The average error is calculated by adding the absolute value
of the errors at each node and dividing by the number of nodes.

In Fig. 4 is shown an example of the nonuniform meshes that
are used for the analysis of the waveguide problem. Uniform
meshes are used on the left and right sides of the structure.
A coarse mesh is used in its middle. The cell ratio between

contiguous regions was as small as 1.0526 and large as 20.
The maximum error versus maximum cell dimension and the

average error versus average cell dimension are plotted in Fig.
5. For the first case, we obtain a slope of 2.221, and for the
average error we get a slope of 16.079.

In Fig. 6 is presented a gradually changing nonuniform
mesh. The ratio of change between adjacent cells varies be-
tween 1.1–2.5. In Fig. 7 the errors attributed to the nonuniform
mesh are plotted versus cell dimensions, and the slope of the
best fit for maximum errors is 1.917 and is 2.376 for the
average errors. Although some discussion is warranted with
regards the difference in the trends of these errors, depending

on the type of mesh, the error is of second-order, or more,
with the cell dimension.

B. Error Analysis with the Pe~ect
Dispersive Boundary Condition

The perfectly dispersive boundary condition in waveguides
[12], is a first-order absorbing boundary condition that can be
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adjusted to give near ideal results at a particular frequency
for a propagating field. The reason being that the wave
velocity is known, which allows us to build a highly accurate
numerical absorbing boundary condition. In other words, since
the angle of incidence of the plane waves with the boundary
are known [12]. we are able to develop highly accurate
boundary conditions. We will use simulations for a waveguide,
subjected to a monochromatic source of TEIO fields, and a
perfect DBC located at the far end of the waveguide. A large
number of different grids are used, namely:

1)
2)

uniform grids with different cell dimensions:
nonuniform grids in the axis of the propagating direc-
tion:

a) Two uniform regions connected with change in spa-
tial increment ranging from 1 : 1 to 1 :9.

~) slope=2.403
M
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(o) slope=2.498
o
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Fig S. Maximum error versus max~mum cell size using the perfect dispersive
boundary condition: (x) Uniform mesh. (o) Nonuniform with abrupt change.

(*) Gradual nonuniform.

b) A nonuniform mesh in which the dimension of the

cell increases gradually. In this case we adopt an
exponentially increase of the form h,+ 1 = h, x s
where s is the growth factor between two adjacent
cells, and the ratio hn,aX/hn,,n varied between 1:1
and 1 : 9 roughly. In both a) and b) we use
the same monochromatic source for the pure TEIO
field, as well as the same DBC used previously.
In cell instances the perfect dispersive boundary

condition is applied to the last cell i.e., the cell
marking the edge of the mesh. The discrete Fourier

transform is performed at every electric field node
point located in the waveguide. In that way the
maximum error and average error are calculated as
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Fig. 12. Cross-shaped iris in rectangular waveguide: (a) y–s view and (b)
X–Y view.

the difference between the numerically obtained data
and the theoretically obtained from the excitation
value of the TEIO source. In Fig. 8 is plotted the
maximum error versus spatial increment for case 1),
2a), and 2b), and in Fig, 9 is plotted the average error
versus average cell dimension. The least squares
fit of the decimal logarithm of the error results

versus the decimal logarithm of the cell dimension
is calculated in each case and showed in the inset
of Figs. 8 and 9, These results are illuminating
and give a good insight into the errors that occur

when the FDTD method is used with a proper
absorbing boundary condition. The results show that
in spite of the mesh being nonuniform, second-order
accuracy is achieved with the FDTD method for the
maximum error. This conclusion remains true for
meshes with many different types of nonuniformity.
The average error is observed to be dependent on

the mesh nonuniformity. It is interesting to note that
an exponentially varjing grid gives a slope for the
average error that is twice the slope of the uniform
grid.

C. Error Analysis with the Per$ectly Matched Layer

In this analysis, we use meshes that combine exponentially
increasing cell sizes with abrupt changes. PML’s are used to
absorb the TEIO waves, a monochromatic source is used to

excite the field, and the discrete Fourier transform is used at
each nodal point. When implementing the PML, we use 40
layers of cells in the x-direction, (m~, a;, 0, 0, 0, O), giving
a theoretical reflection coefficient of – 100 dB, that in practice
is reduced to about —80 dB. In Fig. 10 is plotted the maximum
error versus maximum spatial increment, and the average error
versus the average cell dimension. The least square fit to
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the data in Fig. 10 gives a slope of 2.827 when considering
maximum error versus maximum cell size, and a slope of 3.942
for the average error versus average cell size.

D. Error Analysis vvith Intpe?fectly Absorbing
Bounday Conditions

In this case we apply the dispersive boundary condition to

the waveguide problem, assuming that the two plane waves

that propagate in the waveguide impinge on the boundary with
normal incidence (Mur’s first-order absorbing boundary [23]).
This absorbing boundary condition is less than perfect and

the application of an imperfect absorbing boundary condition
gives a truncation error in the field calculation that is added
to the error of the spatial discretization. The same mesh as
was used in case (C) was used for the present analysis along
with the same TEIO source. Results giving the maximum error
versus maximum cell dimension, and the average of both are

presented in Fig. 11. With use of the imperfectly absorbing
boundary condition, the total error is found to degrade to
first-order accuracy. Based on the results given in Section III,
we conclude that this degradation is exclusively due to the

truncation error in imperfectly boundary conditions.

IV. APPLICATION OF THE NONUNIFORM

FDTD TO DISCONTINUITIES IN WAVEGUIDES

One of the more attractive application areas for nonuniform
FDTD is in modeling waveguide discontinuities. In this sec-
tion, we show the application of the nonuniform FDTD to the
analysis of very narrow iris in rectangular waveguides. The
waveguide dimensions we used were 2.29 x 1.145 inchz, in
other words 58.166 x 29.083 mmz. A cross-shaped iris was
used, as is shown in Fig. 12, having a width of 0.08 inch,
(2.032 mm), which is 28 times narrower than the width of

the waveguide. The use of an uniform mesh in this analysis
would demand a 57 x 28 mesh be used in the cross section of
the waveguide. This requirement for the mesh size is brought
about by the need for a mesh is consistent with the dimensions
of the cross-shaped iris. An alternative to the use of a dense
mesh would be to use of the small hole formalism of [16],
Test results obtained using this approach showed appreciable

errors in the time domain results. These emors (deviations)
are likely to be amplified when a Fourier transform is used to
move from the time domain to the frequency domain.

A Gaussian modulated pulse was used as the source of the
excitation, the frequency bandwidth of the pulse is determined
by the amplitude (shape) of the pulse, A, and the central
frequency ~. is defined by the frequency of the modulated
sinusoid. The transversal shape of the excitation corresponds
to that of the TEIO mode. and the time domain dependence is.

(t- to)’
e~(t) = sin (2zfCt) exp ~z . (25)

Twenty PML’s were used to simulate a perfectly matched

waveguide model with a theoretical reflection coefficient of
– 80 dB. The PML is better suited to waveguide analysis

than are other second-order absorbing boundaries because of
its simplicity and its adaptivity. In the first instance, only
layers that need to be adopted are those that absorb waves
propagating in the x-direction i.e., cr = (a;, a,., O, (), O. O).

Secondly, the performance of the absorbing boundary condi-
tion can be altered by adding more layers or by changing the
conductivity profile of the layers. The existing second-order
dispersive absorbing boundaries [12], [19]. only exactly absorb
the propagating wave for two frequency components and are
difficult to implement in a general nonuniform mesh.

A cross shaped iris with arm dimensions uc = 0.331
inch, and bc = 0.711 inch, and thicknesses dbc = dac =

0.080 inch. tt = 0.016 inch was analyzed first. We used
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a mesh with dimensions 120 x 14 x 18 in the $, y, and

z–directions. The nonuniform mesh topology shown in Fig.
13, was used in the y–z plane. A uniform mesh with Ax = tt,
was used in the x-direction. In Fig. 14, is shown the pulse

that is incident upon the discontinuity having a frequency
bandwidth from 3,5-4.1 GHz. The pulse that emerges from
the other side of the discontinuity is almost negligible. The
transmitted signal level is almost –50 dB down with respect
to that of the incident signal. Fig. 15 gives a comparison
of the transmission coefficients olbtained using FDTD, mode
matching, and measurements. Surprisingly the FDTD results
are in better agreement with the measurements than those
from mode matching. For ~ = 3.5 GHz the mode matching
S12 is –42 dB, the experimental value was –44 dB, and the
FDTD result was –44.7 dB, for f = 4.1 GHz, MM gave –39,
experimental –42, and FDTD —42.2. In Fig. 15, is given a
comparison of FDTD results for the same iris analyzed earlier,
only this time with the iris rotated by 90°, with MM results
and measurements.

V. CONCLIJSION

An investigation was carried out on the viability of using
the FDTD method with nonuniform meshes. In particular, we

looked at the errors generated by using nonuniform meshes

and found them to be of second-order with respect the cell

sizes. This numerical analysis was based on the assumption

that “exact” boundary conditions were used to terminate the
far end of the waveguide. The PML technique is adapted for
use with the nonuniform FDTD method and found to behave
like an “exact” boundary condition. It was shown that the
accuracy of the nonuniform FDTD method degrades to first-
order if less than exact boundary conditions are used. The
nonuniform FDTD method is shown to be highly useful for the
analysis of waveguides and is particularly suited to the analysis
of discontinuities in waveguides, such as a waveguide iris.
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